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Introduction to VMware Cloud on AWS

VMware Cloud on AWS is a compelling new offering from VMware and Amazon Web Services that offers
an off-premises solution combininghe familiarfeatures of VMware 8phere virtualization with the

reliability and ubiquity of Amazon Web Services datacentéfgh VMware Cloud (VMC) on Amazon

Web Services (AWS), organizations can simplify their Hybrid IT operations by using VMware Cloud
foundation technologiesincluding vSphere, vSAN, NSX, and vCenter Sapress their orpremises

data centers and on the AWS Cloud

VMware Cloud on AWS offers:

VMware Software Defined Datacenter (SDp@)ly deliveredby AWSand VMware
Hybrid approach to Cloud Adtion
Use of &miliar vCentesoftware
Optimized to run orelastic,dedicated,bare metal AWS Infrastructure
Use Cases
0 Acceleratecloud migration
o Disaster Recovery as a Ser(b&aaS)
0 Capacity expansion for goremises datacenters

=A =4 =8 =8 =4

First Impressions

Whilethe preceding introduction sounds like a marketing slick, a few things were immediately apparent
when we first got our hands on the environment. #e,wanted to list those right up front and

encourage readers to take a closer look for themselves.

9 It appeared this would be easy @doptinto our operations
1 We found things immediately familiar witiCenter softwardront and center
9 There were no surprises until we started looking a little cladezep reading for details

Oracle on vSphere

House of Brick labeen virtualizingpusinesscritical production Oracle stacks on vSphere since 2006.
House of Brick hasorked with VMware Engineering for more than a decade: fostnsure that Oracle
runs on VMware without issue; and second confirm that it will perf@s well, or in some cases, better
than it does on bare metal. The challenges are no longer technical, and rarely does anyone question
whether virtualizing Oracle is a good idea or not.

By some estimatedt is not a matter of whether a company shouldrtualize Oracle, but rather a

guestion of what percentage they have already virtualizeBelow is a graphicddse of Brickises
frequently that compares the adoption of virtualization to the current state and anticipated adoption of
running Oracle in the cloud, based on experience and observation.
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Cloud Adoption for Enterprise Workloads
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Public Cloud

2.5%
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Thereis no doubt a chasm to crofs enterpriseclass workloads in the public clouaut the technical
barriers seem lower, sthe adoption of cloud platformsould very well move more quickly théme
adoption ofon-premises virtualization platformslid. This is particularly true when consiglgrthe ease
with which workloads can be migrated from vSphereppamisesto environments such as VMC on
AWS.

VMC on AWS

The vSphere infrastructure is tried and true, araliBe of Brickas notechnicalconcerns about running
Oracle on the/MCinfrastructure. Primary concerrigr any enterpriss contemplating using wvill focus
more on licensing, price vs. performanamd networking between the cloud and gmemises
resources.There arealsoa few concerns eoundthe features and manageability of theMCSDDC
itself. House of Brick doesot predict however that these will besignificantbarriers to thelarge-scale
Innovators and Early Adoptelsoking to leverage the strengths of VMC on AWS

Adoptersin the Early Majoritycrowdg A f £ 068 221 Ay3 F2NI I aO02YLX SGS LN
surprises In particulayHouse of Brick anticipas¢hat Early Majorityadopters will wait until they are

able to deploy, manage, and license OramieVMware jist as they currently dim on-premises

environments.
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Objectives and Design of Testing

House of Brick performed the testing exercises for thigeyhaper with theexplicit goal of validating
complex Oracle setups such as we see in ciinisinesscritical production environments. Beyond
validating that these complex configurations were possiie hada secondary goal of validating a key
operationd scenario: Wlotion between onpremises and cloud datacenter§he following were our
objectives:

1. Build a 2Node RAC environment within VMC on AWS
a. Perform basic health checks
b. Utilize SLOB teonfirm that it works with Oracle RAC on VMC on AWS
c. Document any caveats)cluding differences compared to an-pnemise build
2. Perbrm a cold vMotion from VMC to epremises
a. Document any caveats, including differences compared to traditional linked mode
vMotion
b. Document any issues related to vMotion of RAC in general
c. Document ay issues relatetb vMotion of RAC from VMC tovgremises
3. Perform a cold vMotion from opremisesback to VMC on AWS
a. Document any caveats, including differences compared to traditional linked mode
vMotion
b. Document any issues related to vMotion of RAGeneral
c. Document any issues related to vMotion of RAC frordRgam to VMC
4. Repeat the previous tests with live migration
a. Document any additional issues that come up.

Unfortunately, we did not complete thi®urth objective as it involved extended networkjnand the
free NSX edge appliance that we did not have time to configure. However, it involves tried and true
technology and there are plenty of case studies to validate that it works.

vSphere d On Premises vs. VMC on AWS Cloud

There are a few key diffenees between traditional opremises VSphere and the VMG AWShat
VMware administrators should be aware of when evaluating \GM@WS

Migration of Virtual Machines

Some prerequisitesxistto configure migration o¥irtual machinedetween an orpremises VCenter
and the VM®n AWSenvironment. These are above and beyond the normal requirements for
performing vMotion between local VSphere clusters. Full details can be fouhid MMware KB article

Highlights
1 Must have L3VPN configured (see below)
1 Must have Hybrid Linked Mode configured betweenpzamises and/MCanect (usually
latest) version of vSphereib on-premises environment
1 Use of vSphere Distributed Switch v6.5
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1 L2 Stretch Network (vSphere NSX Overlay)

0 Required for live migratioronly

0 Requires NSnh-premises (alternatively, there isfeee NSX Edge Appliance
9 Traditional vMotion requirements for networking

SDDC Restrictions vs . Native vCenter

DRSRules

TheDRS ruleare locatedn their usual location within th& MCvCenter interface. Howevel,is very
noticeable thatthere areonly a few SDD@efined rulesavailable,and the controls to edit/add/remove
rules are disabled. THisnitation meansthat with the current capabilities of the VMC on AVIIRS

rules cannot be used as a means ofnagingsub-cluster licensing for software that is licensed on a-per
Server or pefproces®r metric.

Immutable Storage Policies

VMware says this should no londss the case, but we discovereke storage policieto be pre-
assigned to the VMC datastorasdimmutable. For our version, this was confirmed to be the case by
the assisting engineelilf these storage policy limitatiorisad not changedit would havepresened a
challenge when migrating workloads into the VMC environment as none gifrdaefinedstorage
policies permit EageZeroed ThickProvisioned VMDK formats. Eagiaroed Thiclrovisioned VMDK
format is a bespractice for Oracle workloads anchard requirement for using mukivriter VMDKSs in
Oracle Real Application Clusters. The storage policies do not prevent a VMOi€iingereated in the
cloud in EageEeroed ThiclProvisioned format, nodo they preventconversion or inflation of existqn
VMDKSs, so this only a potential issue during VM migration.
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VMC Test Setup
Start with VMware Cloud Dashboard

Startat https://vmc.vmware.com/console/sdd¢after logging irwith appropriateMy VMware
credentials

Software-Defined Data Centers (SDDC)

HoB ® us west (Cregon)

READY

CPU Memaory Storage
2% % 12%
5.93 GHz 231.85 GB 5.03 TB
! \ \

VIEW DETAILS OPEN VCENTER ACTIONS ~

1 Wiew Detail€links to the screemvhereone can manage SDDC Networking and -&ut as well
as get details for other types of connect&to an onpremisesdatacenter.

1 Open vCentddinks tothe vCenter login, which will be tharhiliar HTMLS5 interface to vSphere
6.7 (betaused duringHouse of Brickesting).

Oracle Real Application Clusters Build

The testReal ApplicationQusters(RACpuild was identical to an epremisesvSphere 6.5 builéxercise.
The same requirementnd steps apply to both. In addition there is one majaveatthat applies to
both in regards to the administrative interface used to perform the RAC build

Starting invSphere 6.5, the C# (thick/desktop/vSp&eelient is no longer available. The preferred, and
supported client is the vSphere Web (Flash/Fttignt. TheVMC on AWS is built on vSphere 6.7, which
is notyet availableas of this writing As such,ril 2 dza S 2 t&sting, Ndme plaees still refit a
aoSal ¢ RSENMEY and vedigh 6.7, triefaultclient has becoméhe web client based on
HTMLY5, although wdo notforesee the flash client completely disappearing anytime soon.

Flash Client vs. HTML5

In its current stateySphere6.7 andthe, now default, HTML5 client are still in transition to some extent
with the HTML5 client not fully supporting all administrative actionsiiyetrder to configure the muki
writer flag for the shared disks supporting RAC data voluihess necessargo switchto usingthe

62t Rk Tl G 6 CfwhiahknewaéfedsEathidashibase8 web client It was not immediately
obvious how to bring up thElash client, but AWS support quickly pointed us to what should have been
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20Q0A2dza T & NYQX Ry NE2HANIPHEve[We b K & K Wil the Flash client available
all pre-requisites of a RAC build were mand the build proceeded just as it would have gremises
VSphere environment

Performance

Publication of any benchmark data is explicftybidden by Oracl@ license termswithout the express
permission ofOracle Because of this limitatigiHouse of Brickan only provide anecdotabservations
on VM performance. House of Brick can confidently say that we noticed no issues during sexting
Oracle performance meets or exceeds expectations in this environqand expectations were high
going into this exerciseHouse of Brickan also say that when interacting with the Oracle graphical
tools, both software installation and databaseeationwere observedo be remarkably responsive.
This is not especially surprising considering the high specifications of the Aké®al3ervers that the
VMC environment is built upon.

RAC and vMotion

The only limitation of RAC on VMwareall currentversions of VSphere, regdeds of orpremises or in
the VMC, elate to the $ared disk and Storage vMotion.

While vMotion by itself allows RAC nodes to seamlessly move from one vSphere host to another without
interruption and provides an additional levafl Hgh Availabilitto RAC compared to bare metal

installations it only works when the shared storage does not move. Any vMotion that explicitly or
implicitly includes a relocation of shar&firtual Machine Disks (VMDHKaiJl cause problems for RAC

any other clustering technology built on top of vSphere shafstDKs The problem is that Storage

vMotion is donein the context ofa singleVirtual Machine (VMand only considers that a Qidibility to

the storage. Thus thefirst VM that is moved in cojunction with Storage vMotion witlause a relocation

of the shared VMDKSs without updating the other VMs as to the new location of the shared VMDKs. The
existing VMs will be lefboking at a different copy of the shar&MDKs Effectivelythis introduces the
classic splibrain scenario where the cluster cannot determine which is the real source of titils.

canbe a very challenging ambrplexingissueto diagnose when it occurs

In terms of stability and data consistengALL BETS ARE OFHRissplit-brainedcondition. It is to be
avoided at all costslf it occursrecovery will most likely require some form restoration from backup or
FilakKol Ol 2y0S GKS Of dzZad SNNa LINBPLISNJ LISNARLISOGAGS

Storage vMotionWorkaround

Storage VMotion by itself is not currently available in the \VWM@WS But somedayve hope thatit

will be. So we are including this workaround for completenessorder to work around thishared

VMDK storage&/Motion problem, andto be able to perform live Storage vMotion while retaining at least
some connectivity to the databasklpuse of Brickisesthe following stepsvhich are applicable to en
premises VSphere environments or the VMware Cloud on AWS

1. Verify required netwdking for both public and private interfaces exists in the new location
2. Shutdown all but one database instance

www.houseofbrick.com WHITE PAPER]
© 2018 House of Brick Technologies LLC




House of Briak Migrating Critical Oracle Workloads to the Cloud Using VMwbrned®n AWS

a. Schedule this for a time when the single instance can support the application load
b. Restart the application(s) if necessary

3. Power down the VMs assiated with the terminated instances

Disconnect the shared disks from the powewdowvn VMs.

5. Perform the vMotion and/or Storage vMotion of the live node.

a. Assuming the stretched networking is properly functioning, thiemt traffic will follow
the node asalways and without interruption

b. Monitor application performance depending on network performance this operation
may or may not be feasible.

c. This can include all modes of vMotion, including cnSenter, crosslatacenter as well
as any linkeamode and/a Hybrid LinkedMode migrations

6. Before, after, or simultaneous(gepending on preference and bandwiditold migrate the
powered-off VMs.

7. Once the live VM has been migrated, verify the mutiiter flag is set for each shared disklso
validate thatthed G 2 NI 3S LRt A0ASa FT2N GKS ddroNBH&G aAGS Kt
Provisioned nature of the disks.

8. As each poweredff VM completes migration

a. Reattach it to the shared disks in their new location
b. Ensure the multivriter flag is set for all nodegtached to the shared disks
c. Boot the node and watch it rejoin the clustésptional)

9. If not already done, boot the remaining migrated nodes that are still powered off, verify-multi
writer, and ensure they rejoin the cluster without issue.

10. Restart the application(s) iffwhen necessaryréedistribute the client connections

B

VPN Setup to Link Environments

The first required configuratiofor testing vMotion between ompremises $phere and the VMIS to
establish an IPCSEC tunnel between sitethat encrypted traffic can be routed seamlessly.

House of Brickused the following reference:

https://docs.vmware.com/en/VMwareCloudon-AWS/services/com.vmware.vrsws.getting
started/GUIB30BED7B®3124DF3BD7A66F8D1C619DC.himl#GLBDBED7BBD3124DF3BD7A
66F8D1C619DC

The general steps were

1. Configurea directory service (OpenLDAP)
2. Configure L3VPN Tunnel (SDDC Networking)

www.houseofbrick.com WHITE PAPERY
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vim VMware Cloud on AWS

sDDCs Subscriptions Activity Log Developer Center

¢ BACK TO LIST
H @) B ® US West {Oregon)

summary Metwork Add Ons Connection Info Support

Management Gateway

Compute Gateway

> Logical Networks

3. Ensure firewall rules allow traffic to flomv both directions at both sites

Hybrid Linked Mode

This is the mode that extendke VMC on AWS8Centerto includean on-premisesvCenter server(s).

Note that for customers using vSphere 5.x, the Hybrid Cloud Extension (HCX) is the preferred means of
managing mixed opremises and cloud resources. For this test, as House of BrickdxiBphere 6.5 in

our on-premises lab environn, we utilized Hybrid Linked ModéOnceHybrid Linked Mode setup is
completed,the on-premisesresources appear like those from any other linked datacenter.

WHITE PAPERJ0

www.houseofbrick.com
© 2018 House of Brick Technologies LLC




House of Briak Migrating Critical Oracle Workloads to the Cloud Using VMwbrned®n AWS

House of Brickused the following referencesvhen configuring this
https://docs.vmware.com/en/VMwareCloudon-AW S/servicesfom.vmware.vmeaws.getting
started/GUID91C57894D614F4CB58074F3000B831D.htmi#GUA1 C57894D614F4CB580
74F3000B831D

http://emadyounis.com/vmwarecloud-on-aws/confiquringhybrid-linkedmode-him-for-vmware-cloud
on-aws/

Configuration Steps

1. Connect SDDC as-premisesvCenter(s) in Hybrid Linked Mode
a. Add onpremisesldentity Service (OpenLDAP or AD) to SDDC
b. Select ompremises security group to be added to SDDC cloud administrators
c. Link to the orpremisesvCenter

vm vSphere Client v O,  Searc cloudadmin@vmc local v Help v

Administration

~ Access Control
Roles
Global Permissions

~ Solutions

Client Plug-ins

~ Hybrid Cloud

 Single Sign O 1. Add Identity Source 2. Add Cloud Administrators 3. Link to On-Prem Domain
Users and Groups Prerequisite Group Specify the on-prem domain to link to this
Configuration @ Added Prerequisite cloud domain
Added
already done o, add an @
t © _““E'f“t cate on-prem Select your on-prem AD group to be
users/groups in this cloud domain granted Cloud Administrator access in the
Cloud domain

Recent Tasks  Alarms A

2. Log in to SDDC with garemises security credentials
a. Ersure L3VPN tunnels are active
b. To aidtroubleshooting,House of Brickhanged the ompremisesldentity Sourceo the
default

Please note thaif the VPN tunnel is not fully established, thitxe on-premises datacenter

may not appearand there is currently no indication of the problem.1I2 dzA S 2F . NA O] Q
testing, when this happened, simply disconnecting and reconnecting to vCenter seemed to

solve the problem.
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NOTES
a. Hylrid Linked Modeequires shared Identity Management Source, either AD or LDAP.
House of Brickised OpenLDAP the on-premiseslab for the test environment.
b. Although invisible, there is aAWS/SDD€&aturethat is installed for use in VMC and
whichallows for navigation of opremises datacenters. It is the key twasingHybrid
LinkedMode but we did not see any indication whemitas notworking properly (the
on-premises datacenters simplgid notshow up).

c. Both sites ar@nly visible in one directionfrom the VMCvCenter viaHybrid Linked
Mode.

vMotion Testing To/From the Cloud

In order to fully exercise vMotion House of Brick performed the following test steps to test a vMotion
of the RAC platform we had provisioned in the VMC on AWS environment.

1. Coldmigrate all but primary node
a. Shutdown the cluster node being migrateappsshould be configured to failover
gracefully to an active node)
b. Disconnect any local devices (CDROM) etc
c. Disconnect from shared disk devices

Edit Settings @ rac2 X

Virtual Hardware

cPU 1 @
Memery 4 GB
Hard disk 1 24 GB

Hard disk 3 ~

Hard disk 4 *

Hard disk 5 *

Hard disk 2 24 GB
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d. Migrate both compute and storage

vm vSphere Client

g o (H rac2
Summary Monito Configure Permissions
X ate
ot ersi
P Addresse
ardv
@ rac2 =
p Cluster [
% ubuntut
(% vCenter Server Host [& 104 At
Recent Tasks
Task Target Status itiator
Relocate vinual machine & rac2 i=—:] 44

2. Live (if NSX) aold migrate the primary node
a. Leave shared disks attaahso they get moved as well

vm vSphere Client Menu v

o @ ) € 3 racl | AcTions~

veenter sdde-52-

[l soDc-Data

Summary Monitor

est Manages
i
DNS Name aclracte
IP Addresse:
aunch Wet =
Hos 4332
hF
VM Hardware v Note!
[ rac2
Related Objects
Cluster [ ciuster-1 Custom
Host [4 1043325 Lo
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Migrate | ract

1 Select a migration type Select a migration type

Change the virtual machines' compute resource, storage, or both.

Change compute resource only

Migrate the virtual machines to another host or cluster.

Change storage only

Migrate the virtual machines' storage to a compatible datastore or datastore cluster.

@ Change both compute resource and storage
Migrate the virtual machines to a specific host or cluster and their storage to a specific

datastore or datastore cluster.

Migrate | racl

+ 1 Select a migration type Select a compute resource

FRRFRL IR Select a cluster, host, vApp of resource pool to run the virtual machines.

(7 veenter.sddc-52-25-151-B7 vmc.vmware.com
[ SDDC-Datacenter
[ vcsaOlhob.demo
[ CoSentry
[4 192.168168.10

Migrate | racl

+ 1Select a migration type Select storage

+ 2 Select a compute resource  Select the destination storage for the virtual machine migration

configure per disk (J

Select virtual disk format Same format as source

VM Storage Policy Datastore Default
Name Capacity Provisioned Free Tyr
datastoret 231GB 6870 GB 21872 GB
datastore2 924 GB 293 GB 65572 GB Vi
Migrate | racl
v 1 Select a migration type Select folder

+ 2 Select a compute resource  Select the destination virtual machine folder for the virtual machine migration

+ 3 Select storage
Select location for the virtual machine migration

[h CoSentry

Validate any compatibility warnings apdesstNextQWithout NSX at both sites, network warnings are
likely, but usually safe to ignore. With NSX (required for live migration) there should not be warnings
because the network device mapping will already be established for the stretched network(s).

www. houseofbrick.com WHITE PAPER14
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NOTE: Arée NSX edge appliance can be deployed offering a minimal NSX capakplignoses for this

purpose. A link to download / deploy the appliance will be provided upon request once your service is

established.

Migrate | racl

+ 1 Select a migration type
+ 2 Select a compute resource

+ 3 Select storage

+ 4 Select folder

Migrate | racl

v 3 Select storage
+ 4 Select folder

+" 5 Select networks

3. If necessary reconfigure

+ 1Select a migration type

+ 2 Select a compute resource

6 Ready to complete

Select networks

Select destination networks for the virtual machine migration

Migrate VM networking by selectin

Used By

VMs /1 Netv

vork adapters

sddc-cgw-network-2-P.

1VMs /1 Network adapters

sddc-cgw-network-2-PRIV is in use at
VM Network Adapter

racl

Network adapter 2

Compatibility

g a new destination network for all VM network adapters

Destination Network

VM Net

Private

Network

twork

gw-network-2-P

ADVANC

b, There are compatibility warnings

Ready to complete

Migration

Change compute resource and storage
Type

Virtual

Machine

vCenter
Folder
Host

Storage

Networks m 2 networks

client netwankji

4. Boot primary noddif not migrated live

a. Start applications

5. Reestablish the inactive Cluster nodes

www. houseofbrick.com
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Verify that the information is correct and click Finish to start the migration

will be reassigned to new
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a. Reconnect shared disks

| Abp NEW DEVICE |

CD/DVD Drive
Host USE Device
Hard Disk

RDM Disk
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b. Boot inactive cluster nodes
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c. Check client load balancing
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NOTES

1. The consolidated view of vCenter is only available from the SDDC side via the Hybividdenk
feature. The orpremisesvCenter does not show the SDDC resources.

2. The objectClassind other propertiesare not well defined for ofpremisesidentity serviceput
it seems to be fairly flexible (ségpendix A for sampleDAP).

We encountered a new caveat related to the Storage vMotion issue and RAC sharedsdid&atified
above. During the migration of the storage frompremisesto our VMC environment, the default
storage policy reconfigured our disks to thin provisioned. So, in order to reestablish them as valid
shared disks for RAC (with the multiite flag enabled)we had to first expand them to be thick
provisioned again.

Cold Migration
Other than the previous note about thin vs. thick provisioned storage, the migration worked like any
other linkedmode migration.

Live (Hot) Migration

Gonfiguring and tesingthe NSX layer that would have facilitated live migrai®outsic the scope of
this white paper However, nothing encountered would lebiduse of Bricko believe that there would
be any additional issues beyond what was eigrared with the cold migration.

Disk Expansion

In order to epand a disk from thisprovisional to thickprovisioned under a running VMlouse of Brick
made use of the Storage vMotion capability and chati¢fee provisioning at the same timasrelocaing
the shared disks to a common folder. After the migration, the disks will typically be |doatesl same
folder as the other VM disk files. Once the disks are expanded and thewnitdtiflag is set, then the
remaining nodes can be configured to add the existing shared disks and then booted as described
previously.

Additional Considerations

Orac le Licensing Options
Because VMC on AWS uses baetal, it is easy to identify the actual hardware supporting your
environment and license it using traditional (hardwdrased) metrics.

For very large deployments, this might make sense. However, girdsent time(due to several
restrictiony, the entire SDDC must be licensed. The primary factor preventinglsster licensing is

the lack of tools for managing where VMs can/should run, althddghse of Brickas beertold that
maybe changing. Spé#ically, the lack of useeditable DRS rules prevents the creation and
management of [an{] affinity rulesé A y Of dzR A y 3 that woddé nbmallybizfusedito restrict VMs
to licensed hosts. Although there are other mechanisms that can be applipcearises, none of them
are availableyet for VMC on AWSAn exception to this licensing restriction, however, is if there is a
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single virtual machine running Oracle in the SDDC. Whenever this single VM moves, it could be
considered an uninstall operatioand a subsequent rinstall on the target host. In this case, only one
host would ever have Oracle installed and/or running on it, and only one host would need to be
licensed.Two VMs would have to license two hosts, and so on.

For now, the minimal liceiable hardware consists of fousg-core hosts, for a total af44cores. After

I LILX @Ay 3 hN} Of SQa n @pprocedsudicefsesoii 2nildinftra8D0Bayneds G K G A
users. The only option at that scale is, of course, Oracle Enterprise Editibprices for Databasare

shown in the following table:

25% Annual
Oracle DatabasEdition Discount Support
Enterprise Editiorg Processor Perpetual $3.42M $2.56V $560K
RAC Optioig Processor Perpetual $1.44M $1.08v $237K
Enterprise Editioq Named User Plus Perpetual $1.71M $1.28v $282K

(Minimum 1,800 Users)

RAC Optioig Named User Plus Perpetual $720K $540K $11&K
(Minimum 1,800 Users)

h N} Of S Qigensing PoliizR

Oracle has published a policy document callegbnsing Oracle Software in the Cloud Computing
Environment(Oracle cloud policy)lhis policy providesraeans for customers to license Oracle software
by the number of vCPUs that are in use, rather than by physical processor core. For most Oracle
database and middleware produatxcept for RAQsee below, this policymaybe used to license
Oracleenvironments deployed using VMC on AW use of Brick Technologies (HoB) has previously
commented that the policynayimpose a price/performance penalty of 2x to 4x compared to traditional
metrics. But given the other benefits ntay be well worth consdering Below is an excerpt from the
recent blogLicensing Oracle on AWS: Opening a Window Wide to the (igudouse of Brick CEO,
Nathan Biggs.

Beause of the unequivocal statement that V
requirement for cloud authorization is EGuse of Brick is now prepared to endorse that our
customers consider the cloud policy as a valid option for licensing Oracle in #WS

deployment configurations (including VMC on AWS).€

One largecaveatto consideringvhether to useOracle éoud licensing plicyin the VMC on AWIS that
Oracle Real Application Clusters (RA€hotincludedon the list of productsauthorized byOracleto

1 Pricedisted as of May 1, 2018 and are subject to change at any time.
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use this policy Thus RAC workloads, such as the one tested by House of Brick for this whitepaper, must
be icensed by actual physical processor cores

Of course, any decisions on licensing Oracle products, including the use of the cloud policy from Oracle,
should first be validated with your legal advisors. Special attention should be paid to contractual terms,
and those policies promoted by Oracle that are not contractdadiged.

Conclusions

The Good

At the end of the daythe migrationworked pretty much as expected. As experienced vSphere
administrators, familiar with linkeédmode,House of Bricklid not enounter any significant surprises.

Everything works as advertised

Performanceamet, or exceeded, expectations

Process did not feaverly complicated

Free NSX Edge appliarisavailabldor shopsnot already using NSX

Migration from the cloud to ofpremises was seamless

Oracle Cloud Licensing Policy can be applied for smaller workloaidsot for RAC)

The Bad

The environmentve usedindicated a 6.7versionnumber that had not yet been released as,@Ad in
aSOSNIf LX I OSa Ay RA Owith tBehoffetirys Fduse of BricleftiabifbefngthaSiNA Sy O S
still needs moranaturity. Hopefully in future releases, obvious flaliéee needing tochang the default
identity source andhe lack ofanindicator in the HybridLinked Mode vSphereature when something
is wrong with the Hybrid Linklode are obvious flaws. Anothéweyconcern is that some thinghat
experiencedvSphere administratorare used to being able to tweak (storage policies, and fanti
affinity rulesin particular) are off lims. Additionaly House of Brick found several quirks such as Ul
inconsistencies and the fact thatigrating shared disks to the cloudquired a workaround due to
storage policies not allowing VMDKSs to keep E&gp ThickProvisioningNote: VMwarehas old
House of Brick thathey arefully committedto addresingthese issues in upcoming releases.

~o Qo0 o

In generalHouse of Brick founche environmentincluding the interface andvailability of specific
settings)is still suffering a little from lack ofiaturity compared to orpremisesvSphere capabilitiedut
we did not encounter angeatbreaking issues

The (not so) Ugly

House of Bricklid notencounteranythingin the environment itselthat could be considered truly ugly.
In fact, quite the oppos& A & (0 My ¢ { dziB 2 (i stéongladgitRidaiias Weicould offer
However, licensing Oracle with traditional cdvased metrics in VM®@ay still be prohibitive when
considering the needs of the actual workload and the number of cores iaguarlicense in a VMC
cluster. Because of the current lack of means to limit licensed cores in a VMC on AWS Hlaster,
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organizationdoes not have the need fdrd4cores(72 processor licensesr 1,800 named users), then
they may belimited by thelicensing considerations discussed previously

NOTEDRS ruleand other vSphere mechanisms to restrict where specific software is installed and/or
runningare currentlyunavailableg sofor now, licensing must account f@minimum of 144 processor
coresdistributedacross th€our nodes for software such as Oracle that is licensed on a processor core
metric.

Recommendation

Running RAC on VMC on AWS&li§icientfor many workloads and, due to the ease of migration, moving
non-criticalworkloads would be a great way to get started while the offedogtinues tomature.

Overall] 2 dz& S 2 ékperieNck Wels k& encouraging ahdre is much to bexcited aboutwith

this technology.The VM@n AWSs particulaty attractive as a DR targatr as a solution to expand
capacity for organizationslready leveragingSphere. It offersan almost frictionless ability to leverage
cloudresourceswnithout needing to retrain personnel on a new platfoontackling a cosyl migration
project
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Appendix A o LDAP

Shell script used to establish basic LDAP schema for use with AWS FHgkeidmode (replace the
highlighted values with your own organizational values):

IMPORTANT NOTE: Your LDAP server and SDDC should use a common time source to ensure successful
authentication.

#!/bin/bash

Idapadd -x -c -D cn=admin, dc=hob,dc=demo - W <<EOLDIF
dn: ou=People, dc=hob,dc=demo

objectClass: organizationalUnit

ou: People

dn: ou=Groups, dc=hob,dc=demo
objectClass: organizationalUnit
ou: Groups

dn: cn=awsadmin ,ou=Groups, dc=hob,dc=demo
objectClass: groupOfUniqueNames

objectClass: top

cn: awsadmin

description: AWS Administrators

unigueMember:  uid= {uid attribute} ,ou=People,dc=hob,dc=demo
dn: uid=  {uid attribute} ,ou=People, dc=hob,dc=demo
objectClass: inetOrgPerson

objectClass: posixAccount

objectClass: shadowAccount

uid:  {uid attribute ; HI[DPSOH fPVWRQH:"

sn: {last name}

givenName: {first name}

cn: {first name} {last name}
displayName: {first name} {last name}
gecos: {first name} {last name}
uidNumber: 10000

gidNumber: 5000

userP assword: {plain text password}
loginShell: /bin/bash

homeDirectory: /home/ {uid attribute}

EOLDIF

Idapsearch  -x -LLL -b dc=hob,dc=demo ‘uid= {uid attribute} ' cn gidNumber
Idapsearch  -x -LLL -b dc=hob,dc=demo ‘cn=awsadmin'cn uniqueMember
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